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Abstract— The reliability of the distributed 

system has been an important topic of research. 

Consensus protocols, which allow the correct 

nodes to agree on a common value, have been 

brought up to aid the reliable execution of 

tasks. In previous works, fully connected 

networks, generalized connected networks or 

multicasting network with fallible components 

were proposed to solve the consensus problem. 

However, the topology of cloud computing is 

not a certainty structure. In this study, 

consensus problem is reexamined in a topology 

of cloud computing. The purposed protocol 

FLINK (Fallible LINK) can make all correct 

nodes reaching consensus with minimal 

number of message exchanges and tolerant the 

maximal number of allowable fallible 

components. 

 

Keywords—Consensus, Cloud Computing, 

Distributed System, Fault Tolerant 

1. INTRODUCTION 

Today, the network bandwidth increased and 

hardware devices have continuously to enhanced, 

resulting the vigorous development of the internet. 

However, the rapid development of internet 

applications made under the more diversification, 

and the cloud computing of new concept has 

appeared now [5,10,8]. It has greatly encouraged 

distributed system design and practice to support 

user-oriented services. Many of today the internet 

applications are to bring for the convenience of 

users, such as Google G-mail [4]. 

Nowadays, cloud computing is using the 

low-power hosts to achieve high reliability that 

will be to ensure the ability to be better. However, 

it is now well recognized that the consensus 

problem is a fundamental problem when 

implementing fault-tolerant distributed services. 

In many applications, a correct node in a 

distributed system should be able to reach a 

consensus even if certain components in the 

distributed system fail [2,4]. The previous 

protocols of consensus [2,4] allow nodes to reach 

a consensus and work correctly in fully connected 

network, broadcast network, generalized 

connected network and multicast network [6]. 

However, since all the networks show a 

regularized network structure, these protocols may 

not work for the network of different structure and 

connections. Nowadays, the application service 

system needs to provide better reliability and 

fluency. The previous application is not with a 

specific by cloud computing to order the operation 

of internet of topology [3], therefore, in this paper 

a topology of cloud computing is adapted to use. 

The symptom of a faulty component is usually 

unrestrained, and is commonly called malicious 

fault [6]. A malicious fault is unpredictable, and 

the behaviors of the other failure types can be 

treated as special cases of a malicious fault [9]. 

However, if the malicious fault, which is the 

thorniest fault, can be solved, then the other fault 

types can surely be solved [6]. Therefore, in this 

paper, the consensus problem on the topology of 
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cloud computing is revisited. The purposed 

protocol FLINK can make all correct nodes 

reaching consensus with minimal number of 

message exchanges and tolerant the maximal 

number of allowable fallible communication links. 

The remainder of this paper is organizes as 

follows. Section 2 describes the topology of cloud 

computing. The concept of FLINK is shown in 

Section 3. An example is given in Section 4. In 

Section 5 the fault tolerant capability analysis of 

FLINK is given. Finally, the conclusion is given 

in the last section. 

2. RELATED WORK 

Recent advances of the internet applications to 

result distributed systems have to enhance 

reliability and stability that in order to provide the 

better quality of services. However, the cloud 

computing which the fault-tolerant capability of 

system is the very important topic. Hence, the 

topology of cloud computing will be introduced in 

subsection 2.1, the related of consensus problem 

results are in subsection 2.2. 

 

2.1 Topology of Cloud Computing 

Fig. 1 is a topology of cloud computing used in 

our research. The topology is composed with 

two-lever groups. The characteristics of the 

network topology are shown in follow: 

1) The user request of service needs to fast 

processing and is received by nodes in the 

A-level group. Therefore, the capability of 

A-level group’ node is better than the B-level 

group’ node. In addition, the nodes of A-level 

group can communicate (by link L) with each 

other in the same group directly. 

2) The application service is provided by nodes 

in the B-level group’ node. Hence, there are 

many nodes in B-level group. According to 

the property of nodes, the nodes are clustered 

in to cluster Bi where 1≤i≤cn and cn is the 

total number of clusters in B-level group. 

3) For the reliable communication, the 

communication links (ILs) between A-level 

group and B-level group is used to connect 

between A-level group and B-level group [1]. 
 

 

 
L: The communication link between nodes of each cluster 

IL: The communication link between A-level group and B-level group 

Fig. 1. The network topology of cloud computing 
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2.2 Consensus Problem 

In distributed system, cloud computing is a new 

computing concept, that the nodes are 

interconnected with the Internet; the network is 

assumed reliable and synchronous [4]. Achieving 

consensus on a same value in a distributed system, 

even if certain components in distributed system 

were failed, the protocols are required so that 

systems still can be executed correctly. 

The unanimous problem is called the Byzantine 

Agreement (BA) and is first studied by Lamport 

[2]. A closely related sub-problem, the consensus 

problem, has been extensively studied [2,4,6,7,9] 

as well. The solutions are defined as protocols, 

which achieve a consensus and hope to use the 

minimum number of rounds of message exchange 

to achieve the maximum number of allowable 

faulty capability. We concern the solution of 

consensus problem in this paper. The definition of 

the problem is to make the correct nodes in an n 

nodes distributed system of cloud computing to 

reach consensus. Every node chooses an initial 

value to start with, and communicates to each 

other by exchanging messages. All nodes are 

referred to make a consensus if they satisfy the 

following conditions [2]: 

(Agreement): All correct nodes agree on a 

common value. 

(Validity):  If the source node is correct, then 

all correct nodes shall agree on the 

initial value the source node sends. 

In a consensus problem, many cases are based on 

the assumption of node failure in a fail-safe 

network [4]. Base on this assumption, we treat a 

communication link fault as a node fault, 

whatever the correctness of an innocent node, so 

an innocent node does not involve consensus [4]. 

The definition of a consensus problem requires all 

correct nodes to reach a consensus [4]. 

In this paper, we consider a distributed system 

whose nodes are reliable during the consensus 

execution in a cloud computing application; while 

the communication links may be fault by 

interference from some noise or a hijacker and 

results in the exchanged message can exhibit 

arbitrary behavior. Therefore, a protocol to 

achieve consensus in an unreliable communication 

environment is proposed in this paper. When all 

nodes reach consensus in cloud computing 

topology, the fault-tolerance capacity has been 

enhanced. 

3. CONSENSUS PROTOCOL 

In this paper, the proposed protocol, called 

Fallible LINK (FLINK in short), is invoked to 

solve the consensus problem due to faulty 

communication links in cloud computing 

including three parts, the group agreement 

process, inter message exchange process and 

consensus agreement process. 

The mainly work of the group agreement 

process is to collect the user request from A-level 

group’s nodes to decide an initial value of each 

node. Subsequently, the A-level group’s node 

forwards its initial value to B-level group’s nodes, 

and each B-level group’s node can obtain the 

initial value of itself in the inter message 

exchange process. In the consensus agreement 

process, each node in B-level group’s cluster 

collects the service request from the nodes of 

B-level group’s cluster to reach a consensus, in the 

consensus agreement process. The proposed 

protocol FLINK is presented in Fig. 2. 

The group agreement process has message 

exchange phase and decision making phase. The 

message exchange phase needs to collect enough 

messages from A-level group’s nodes. In second 

phase of group agreement process, the decision 

making phase, each correct A-level group’s node i 

computes a common value DECAi by applying the 

majority voting function to messages, collected by 

message exchange phase to reach an agreement. 

In the inter message exchange process, the 

node in A-level group broadcasts the DECAi to 

B-level group by using IL. The node in B-level 

group’s cluster receives DECAi and the initial of 

the node is obtained. 

There are message exchange phase and 

decision making phase in the consensus 

agreement process too. In the first round of 

message exchange phase, each node in the same 

cluster of B-level group broadcasts the initial 

value obtained from inter agreement process to 

other nodes and receives the other node’s initial 

values in the same cluster. And, in the second 

round of message exchange phase, node i 
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broadcasts the received values in the first round to 

other nodes and receives the other node’s values 

in the same cluster to construct a MATBi. In the 

decision making phase, a majority value DECBi of 

MATBi is taken. Finally, the consensus of each 

correct node is reached. 

 

FLINK protocol 

Group agreement process 

− Each node of A-level group calls procedure 

message-gathering(A-level group) to obtain 

the consensus value DECAi of A-level group. 

Inter message exchange process 

− The nodes in A-level group broadcast the 

DECAi to B-level group’s nodes by using the 

communication links (IL) between A-level 

group and B-level group. 

− Each node of B-level group’s cluster receives 

the DECAi as its initial value. 

Consensus agreement process 

− Each node of B-level group’s cluster calls 

procedure message-gathering(B-level group) 

to obtain the consensus value DECBi of 

B-level group’s cluster. 

Procedure message-gathering(i-th node of 

X-level group with initial value vi) 

Message Exchange Phase: 

Round 1: 

Node i broadcasts vi, then receives the initial 

value from the other nodes in the same cluster, 

and construct vector Vi. 

Round 2: 

Node i broadcasts Vi, then receives column 

vectors broadcasted by other nodes, and 

construct MATXi. 

Decision Making Phase: 

Step 1: Take the majority value of each column k 

of MATXi to MAJk. 

Step 2: Search for any MAJk. If (∃MAJk = ¬vi), 

then DECXi:=φ; else if (∃MAJk.=λ) AND 

(vki=vi), then DECXi:=φ; else DECXi:= vi, 

and terminate. 

Procedure MAT(i-th node of X-level group with 

initial value vi) 

Step 1: Receive the initial value vj from node j, for 

1≤j≤n and j≠i. 

Step 2: Construct the vector Vi=[v1, v2,…, vn], 

1≤j≤n and j≠i. 

Step 3: Broadcast Vi to all nodes, and receive 

column vector Vj from node j, 1≤j≤n. 

Step 4: Construct a MATXi (Setting the vector vj in 

column j, for 1≤j ≤n). 

Fig. 2. The FLINK protocol to reach consensus 

4. EXAMPLE OF EXECUTING FLINK 

Subsequently, an example of executing the 

FLINK protocol based on the cloud computing is 

shown in Fig. 3 is illustrated as follows. 

In the first round of message exchange in the 

group agreement process, each node i multicasts 

its initial value vi to all other nodes in the A-level 

group, and receives the initial value of other nodes 

as well, as shown in Fig. 4(a). Then, each node 

uses the received message to construct vector Vi as 

shown in Fig. 4(b). In the second round of 

message exchange in the group agreement 

process, each node multicasts its vector Vi and 

receives the vectors from other nodes to construct 

the matrix MATAi. Finally, the decision making 

phase takes the majority value of MATAi to 

construct the matrix MAJi, as shown in Fig. 4(c), 

and achieves the common value DECAi (= 1) of 

A-level group. 

In the inter message exchange process, the 

node in A-level group broadcasts the DECAi (= 1) 

to B-level group by using ILink. Fig. 5 shows the 

received values of each B-level group’s cluster 

from nodes of A-level group. Then, the nodes of 

B-level group’s cluster have the DECAi as the 

initial value of each one. 

By using the initial value obtained in the inter 

message exchange process, each node i of B-level 

group’s cluster broadcasts its initial value vi to all 

other nodes in the same cluster, in the first round 

of message exchange in the consensus agreement 

process, and receives the initial value of other 

nodes in the same cluster as well. Then, each node 

uses the received message to construct vector Vi as 

shown in Fig. 6(a). In the second round of 

message exchange in the consensus agreement 

process, each node multicasts its vector Vi and 

receives the vectors from other nodes to construct 

the matrix MATBi. Finally, the decision making 

phase takes the majority value of MATBi to 

construct the matrix MAJBi, as shown in Fig. 

6(b)-6(e), and achieves the common value DECBi 

(= 1) of B-level group’s node. 
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Fig. 3. An example of cloud computing environment 

 

A1 A2 A3 A4 

1 1 1 1 

Fig. 4(a). Initial value of each node 
 

 A1 A2 A3 A4 
A1 1 1 1 0 
A2 1 1 0 1 
A3 1 1 1 1 
A4 0 1 1 1 

Fig. 4(b). The vector received in first round 

 

A1 A2 A3 A4 
1 1 1 0 
1 1 0 1 
1 1 1 1 
1 1 0 1 
1 1 θ 1 
MAJA1 of MATA1 

DECA1=1 

 

A1 A2 A3 A4 
1 1 1 0 
1 1 0 1 
0 0 0 0 
0 1 1 1 
1 1 θ θ 
MAJA2 of MATA2 

DECA2= 1 

 

A1 A2 A3 A4 
1 1 1 0 
1 0 0 0 
1 1 1 1 
0 1 1 1 
1 1 1 θ 
MAJ A3 of MAT A3 

DECA3=1 

A1 A2 A3 A4 
0 1 0    0 
1 1 0 1 
1 1 1 1 
0 1 1 1 
θ 1 θ 1 
MAJA4 of MATA4 

DECA4=1 

Fig. 4(c) Construct MAT in second round and 

MAJ of MAT as decision value 
 

B1-1 B1-2 B1-3 B1-4 

0 1 1 1 

 

B2-1 B2-2 B2-3 B2-4 

1 0 1 1 

 

B3-1 B3-2 B3-3 B3-4 B3-5 

1 0 1 1 1 

 

B4-1 B4-2 B4-3 B4-4 B4-5 B4-6 

1 0 1 1 0 1 

Fig. 5. Received values of each B-level group’s 

cluster from nodes of A-level group 

 

 B1-1 B1-2 B1-3 B1-4 

B1-1 0 1 1 1 

B1-2 0 1 0 1 

B1-3 0 0 1 1 

B1-4 0 1 1 1 
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 B2-1 B2-2 B2-3 B2-4 

B2-1 1 0 0 1 

B2-2 1 0 1 1 

B2-3 0 0 1 1 

B2-4 1 0 1 1 

 

 B3-1 B3-2 B3-3 B3-4 B3-5 

B3-1 1 0 1 1 0 

B3-2 1 0 1 1 1 

B3-3 1 0 1 0 1 

B3-4 1 0 0 1 1 

B3-5 0 0 1 1 1 

 

 B4-1 B4-2 B4-3 B4-4 B4-5 B4-6 

B4-1 1 0 0 1 0 1 

B4-2 1 0 1 1 0 1 

B4-3 0 0 1 1 0 1 

B4-4 1 0 1 1 0 0 

B4-5 1 0 1 1 0 1 

B4-6 1 0 1 0 0 1 

Fig. 6(a). The vector received in first round of 

each cluster’s node 
 

B1-1 B1-2 B1-3 B1-4 
0 1 1 1 
0 1 0 1 
0 0 1 1 
0 1 1 1 
0 1 1 1 
MAJB1-1 of MATB1-1 

DECB1-1=1 

 
B1-1 B1-2 B1-3 B1-4 
0 1 1 1 
0 1 0 1 
0 0 0 1 
0 1 1 1 
0 1 θ 1 
MAJB1-2 of MATB1-2 

DECB1-2=1 

 
B1-1 B1-2 B1-3 B1-4 
0 1 1 1 
0 0 0 0 
0 1 1 1 
0 1 1 1 
0 0 1 1 
MAJB1-3 of MATB1-3 

DEC B1-3=1 

 
B1-1 B1-2 B1-3 B1-4 
0 1 1 1 
0 1 0 1 
0 0 1 1 
0 1 1 1 
0 1 1 1 
MAJB1-4 of MATB1-4 

DEC B1-4=1 

Fig. 6(b) Construct MATB1 in second round 

and MAJB1 of MATB1 as decision value 
 

B2-1 B2-2 B2-3 B2-4 
1 0 0 1 
1 0 1 1 
0 0 0 1 
1 0 1 1 
1 0 θ 1 
MAJB2-1 of MATB2-1 

DECB2-1=1 

 
B2-1 B2-2 B2-3 B2-4 
1 0 0 1 
1 0 1 1 
0 0 1 1 
1 0 1 0 
1 0 1 1 
MAJB2-2 of MATB2-2 

DECB2-2=1 

 
B2-1 B2-2 B2-3 B2-4 
0 0 0 0 
1 0 1 1 
0 0 1 1 
1 0 1 1 
θ 0 1 1 
MAJB2-3 of MATB2-3 

DECB2-3=1 

 
B2-1 B2-2 B2-3 B2-4 
1 0 0 1 
1 0 1 1 
0 0 1 1 
1 0 1 1 
1 0 1 1 
MAJB2-4 of MATB2-4 

DECB2-4=1 

Fig. 6(c) Construct MATB2 in second round 

and MAJB2 of MATB2 as decision value 
 
B3-1 B3-2 B3-3 B3-4 B3-5 
1 0 1 1 0 
1 0 1 1 1 
1 0 1 0 1 
1 0 0 1 1 
0 1 0 0 0 
1 0 1 1 1 

MAJ3-1 of MAT3-1 

DEC3-1=1 

 
B3-1 B3-2 B3-3 B3-4 B3-5 
1 0 1 1 0 
1 0 1 1 1 
1 0 1 0 1 
1 0 0 1 1 
0 0 1 1 1 
1 0 1 1 1 

MAJ3-2 of MAT3-2 

DEC3-2=1 

 
B3-1 B3-2 B3-3 B3-4 B3-5 
1 0 1 1 0 
1 0 1 1 1 
1 0 1 0 1 
0 0 0 0 0 
0 0 1 1 1 
1 0 1 1 1 

MAJ3-3 of MAT3-3 

DEC3-3=1 
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B3-1 B3-2 B3-3 B3-4 B3-5 
1 0 1 1 0 
1 0 1 1 1 
0 1 0 0 0 
1 0 0 1 1 
0 0 1 1 1 
1 0 1 1 1 

MAJ3-4 of MAT3-4 

DEC3-4=1 

 
B3-1 B3-2 B3-3 B3-4 B3-5 
0 0 0    1 0 
1 0 1 1 1 
1 0 1 0 1 
1 0 0 1 1 
0 0 1 1 1 
1 0 1  1 1 

MAJ3-5 of MAT3-5 

DEC3-5=1 

Fig. 6(d) Construct MATB3 in second round 

and MAJB3 of MATB3 as decision value 
 

B4-1 B4-2 B4-3 B4-4 B4-5 B4-6 
1 0 0 1 0 1 
1 0 1 1 0 1 
0 0 0 0 1 0 
1 0 1 1 0 0 
1 0 1 1 0 1 
1 0 1 0 0 1 
1 0 1 1 0 1 

MAJ4-1 of MAT4-1 

DEC4-1=1 

 
B4-1 B4-2 B4-3 B4-4 B4-5 B4-6 

1 0 0 1 0 1 
1 0 1 1 0 1 
0 0 1 1 0 1 
1 0 1 1 0 0 
1 0 1 1 0 1 
1 0 1 0 0 1 
1 0 1 1 0 1 

MAJ4-2 of MAT4-2 

DEC4-2= 1 

 
B4-1 B4-2 B4-3 B4-4 B4-5 B4-6 
0 0 1 0 1 0 
1 0 1 1 0 1 
0 0 1 1 0 1 
1 0 1 1 0 0 
1 0 1 1 0 1 
1 0 1 0 0 1 
1 0 1 1 0 1 

MAJ4-3 of MAT4-3 

DEC4-3=1 

 
B4-1 B4-2 B4-3 B4-4 B4-5 B4-6 
1 0 0 1 0 1 
1 0 1 1 0 1 
0 0 1 1 0 1 
1 0 1 1 0 0 
1 0 1 1 0 1 
0 0 0 1 1 0 
1 0 1 1 0 1 

MAJ4-4 of MAT4-4 

DEC4-4=1 

 
B4-1 B4-2 B4-3 B4-4 B4-5 B4-6 
1 0 0 1 0 1 
1 0 1 1 0 1 
0 0 1 1 0 1 
1 0 1 1 0 0 
1 0 1 1 0 1 
1 0 1 0 0 1 
1 0 1 1 0 1 

MAJ4-5 of MAT4-5 

DEC4-5=1 

 
B4-1 B4-2 B4-3 B4-4 B4-5 B4-6 
1 0 0 1 0 1 
1 0 1 1 0 1 
0 0 1 1 0 1 
0 0 0 1 0 0 
1 0 1 1 0 1 
1 0 1 0 0 1 
1 0 1 1 0 1 

MAJ4-6 of MAT4-6 

DEC4-6=1 

Fig. 6(e) Construct MATB4 in second round 

and MAJB4 of MATB4 as decision value 

5. THE FAULT TOLERANCE 

CAPABILITY 

According to literatures [11], we may obtain a 

protocol which can tolerate the communication 

links in a system provided that c/2-1 faulty 

communication links where c is the connectivity 

of network [11]. However, the results are not 

appropriate for the cloud computing environment. 

We can drop a fault tolerance capability for cloud 

computing environment of topology as follows. 

To cope with the network topology of cloud 

computing, the notations and parameters of this 

network topology are showed as follows: 

 

Notation Discussion 

Lij: The communication link among node 

i and node j of each cluster. 

IL The communication link between 

A-level group and B-level group. 

TfL: The total number of faulty 

communication links in the network 

topology of cloud computing. 

fL: The number of faulty communication 

links in each cluster. 

fIL: The number of faulty communication 

links between A-level group and 

B-level group. 

c: The connectivity of network topology. 

tfL: The number as tolerate faults of 

communication links. 
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Case 1: The communication links among node i 

and node j of A-level and B-level group’s cluster: 

  12 +≥
L

f
ij

L
 and Lfc 3≥  

 

Case 2: The communication links between 

A-level group and B-level group: 

  12 +≥
IL

fIL
 and ILfc 3≥  

 

Therefore, 

)1|2/|)min((||)1|2/|)min((||

)min(
|)2/|(|)2/|(||

+++=

∑ +=

IL
ij

L

L
f

IL
ij

LLTf

 

 
  12/ −≤ c

L
tf

 
 

The best case of fault tolerant capability: 

1|
)min(|

2/|||

1|
)|min(|

2/|||

+∑
−

++∑
−

=

IL
fIL

IL

L
f

ij
L

ij
LLTf

 
 

(2) The worst case fault tolerant capability: 
|

)max(
||

)max(
| ∑+∑=

IL
f

IL

L
f

ij
LTfL

 6. CONCLUSION 

The consensus problem is a fundamental 

problem in the distributed environment [2,4,7,9]. 

The problem has been studied by various kinds of 

network model in the past [6,7,9]. According to 

previous studies, the network topology plays an 

important role in this problem [7,11]. However, 

the cloud computing is a new concept of 

distributed system but the previous protocols 

cannot adapt to it. Therefore, in this paper, the 

consensus problem in cloud computing is 

revisited. The purposed protocol FLINK makes 

all correct nodes reaching consensus. FLINK 

derive its bound of allowable faulty 

communication links in Section 5 of this paper, 

with two rounds of message exchange. 
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