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Abstract— In this paper, a new decoding 
algorithm is proposed for turbo decoding. 
This decoding algorithm based on maximum 
log ratio of a-observation probability (Log-
MOP) to substitute maximum log ratio of a-
posteriori probability (Log-MAP). 
Theoretically and experimentally, the 
proposed a new decoding scheme is shown no 
coding gain performance degradation 
compare to Log-MAP algorithm, i.e., it can be 
achieved as well as coding gain performance of 
the Log-MAP algorithm. 
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1. INTRODUCTION 

For many applications, the component code to 
be used with iterative decoding is a recursive 
systematic convolutional code (RSC code). 
Turbo codes is a kind of iterative decoding first 
proposed by Berrou, Glavieux and 
Thitimajashima, who reported excellent coding 
gain results [1, 2], approaching the theoretical 
limit predicted by Shannon. Two suitable 
decoders of turbo coding are Soft-Output Viterbi 
algorithm (SOVA) proposed by Hagenauer and 
Hoeher [3] and Maximum a-posteriori (MAP) 
algorithm proposed by Bahl et al [4]. MAP 
algorithm has also become known as the BCJR 
algorithm, named after its inventors. Turbo codes 
have some applications mainly in modern 
communication systems, such as: CDMA (Code 
Division Multiple Access) and PCS (Personal 
Communication Service) [5], the third generation 
mobile system UMTS (Universal Mobile 
Telephone System) [6], and the Third Generation 
Partnership Project, etc. 

The effectiveness of the turbo decoding 
scheme is based on iterating the maximum a-
posteriori probability (MAP) algorithm, applied 
to each constituent code. In general, the MAP 
algorithm is implemented by means of a soft-in 

soft-out (SISO) decoder. This SISO decoder 
computers the a-posteriori probability (APP), i.e., 
a reliability value, for each received information 
symbol. However, this computation is extremely 
complex owing to the multiplications and 
exponential operations required for the forward 
and backward recursions in the trellis diagram. In 
order to reduce the decoding complexity of the 
MAP algorithm, researchers have developed 
other SISO decoders, which are less complex and 
can be used instead of the MAP algorithm. Two 
of such algorithms are the Max-Log-MAP [9] 
and the Log-MAP algorithms [8]. 

In this paper, we try to explore the feasibility 
of maximum the log of the ratio of the a-
observation probabilities of the bit taking its two 
possible values for turbo decoding. Theoretically, 
the proposed a new decoding scheme can achieve 
similar performance, i.e., it can be achieved as 
well as BER performance of Log-MAP algorithm. 
The organization of the paper is as follow: We 
first define some notations and review the 
modified algorithm, Max-Log-MAP algorithm in 
Section II. The subsequent sections then describe 
proposed a new SISO Algorithm for decoding 
turbo codes in Section III. Comparisons the 
maximum a-posteriori probability and a 
maximum a-observation probability describe in 
Section IV. Finally, conclusions are made in 
Section V. 

2. TURBO CODES 

In this section, we review the encoding and 
decoding schemes of the convolutional turbo 
codes [7-11]. 

2.1. Turbo Encoding 
From now on, we will study the behaviour of 

decoding of convolutional codes (and in 
particular recursive systematic convolutional 
(RSC) codes), we will choose a notation that 
complies with such an encoder, for example one 
with two memory elements as shown in Fig. 1 [1]. 
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Fig. 1. Two identical recursive systematic 
convolutional encoders employed in a turbo 
coding scheme. 

We represent the binary information sequence 
by 1( ,  ...,  )Nu u u= . Assume that the encoder has 
M  memory elements. In the example, it has two 
outputs, one is the sequence of systematic 
information bits 1( ,  ...,  )s s s

Nx x x u= = . The other 
is the parity information sequence 

1( ,  ...,  )p p p
Nx x x= , with 

0

M
p f
k i k i

i
x g a −

=

=∑ , where 

0( ,  ...,  g )f f f
Mg g=  is the feed-forward generator 

and 
1

M
b

k k i k i
i

a u g a −
=

= ⊕∑ ; Similarly, 

0( ,  ...,  g )b b b
Mg g=  is the feed-back generator of 

the encoder. The RSC encoder of this 
conventional convolutional encoder is 
represented as ( ,  )f bG g g= , where ,  f bg g  
being the decimal representation of fg  and bg . 

2.2. MAP Algorithm for Turbo Decoding 
 

Let us consider Fig. 2 showing the MAP 
decoder trellis for the generator of the code is 
designed (7,  5)  in Fig. 1. We assume that the 
transmitted bit 1kx = ±  is sent over AWGN 
channel with one-sided noise power spectral 
density 0N  using BPSK modulation. The 
received sequence ( ,  )s py y y=  will refer to the 
sequence of pairs of received systematic and 
parity symbols. The received sequence y  can be 
split up into three sections: the received 
codeword associated with the present transition 

ky , the received the received sequence priori to 
the present transition j ky < , and the received 
sequence after the present transition j ky > . 

k 3− k 2− k 1− k k+1 k+2

k 2y − k 1y − ky k 1y + k 2y +

Fig. 2. MAP decoder trellis for designed (7, 5) 
RSC code. 

The Max-Log-MAP algorithm simplifies 
the MAP algorithm using the approximation: 
ln max{ }iX

i
i

i

e X∑    (1) 

where { }max ii
x  means the maximum value of ix . 

Let the state of the encoder at time 1k −  be 
1 'kS s− =  and at time k  be kS s= . Goal of the 

Max-Log-MAP algorithm is to find a-posteriori 
Log Likelihood Ratio LLR ( | )kL u y  as following: 
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where ( ',  s) 1ks u→ = ±  is the set of transitions 
from the previous state 1 'kS s− =  to the present 
state kS s=  that can be occur if the input bit 

1ku = ± . And the forward and backward 
recursion term ( )kA s , 1( ')kB s−  can be expressed 
use the Equation (1), respectively: 

1
 '

( ) ln exp[ ( ') ( ',  )]k k k
all s

A s A s s s−
⎛ ⎞

= + Γ⎜ ⎟
⎝ ⎠
∑  

1'
max( ( ') ( ',  )),k ks

A s s s−≈ + Γ   (3) 

1
 

( ') ln exp[ ( ') ( ',  )]k k k
all s

B s B s s s−
⎛ ⎞

= + Γ⎜ ⎟
⎝ ⎠
∑  (4) 

The branch metric term are given by: 

1

1( ',  ) ( )
2 2

n
c

k k k kl kl
l

Ls s C u L u y x
=

Γ = + + ∑  

1 1
2

1 ( ) ,
2 2 2

n
c c

k k k k kl kl
l

L LC u L u y x y x
=

= + + + ∑ (5) 

where 22 /c bL E σ=  with bE  is the transmitted 
energy per bit and 2σ  is the noise variance. Bit 

klx  and kly  are the individual bits within the 
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transmitted and received codeword kx  and ky . 
Bit 1ky  is the received version of the transmitted 
systematic bit 1k kx u= . 
Finally, from the Equation (1), we can write for 
the a-posteriori LLR ( | )kL u y  which the Max-
Log-MAP algorithm calculates: 
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it means that in the Max-Log-MAP algorithm for 
each bit ku  the a-posteriori LLR ( | )kL u y  is 
calculated by considering every transition from 
the trellis stage 1kS −  to the stage kS . These 
transitions are grouped into those that might have 
occurred if 1ku = + , and those that might have 
occurred if 1ku = − . 
 

3. A NEW SISO ALGORITHM FOR 
DECODING TURBO CODES 

In this section, we concentrate on our proposed 
algorithm that is derived by a-observation LLR 

( | )kL y u  as following: 
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where 1{ | ,  1}k
kC x x C x± ∈ = ± , means kC±  is a 

set which sequence x  has systematic bit 1 1kx = ± . 
Consider sending information over AWGN 

channel using BPSK modulation, we can obtain: 
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Define the forward recursion term ( )kA s  as: 
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with 0 ( 00) 0A S = =  and 0 ( 00)A S ≠ = −∞ . And 
define the backward recursive term 1( ')kB s−  as: 
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where using the Jacobian logarithm [8, 9]: 
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Substituting Equations (11), (12), (13) into 
Equation (7), we obtain: 
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For iterative decoding: 
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2( | ) b
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In the i th iteration, the first SISO decoder 
receives the channel sequence 

1 12 2

2 2( ,  )b b
k kp

E Ey y
σ σ

⋅ ⋅  from the first encoder and 

the a-priori information ,1( )i
a ku∆  provided by de-

interleaving the extrinsic information 1
,2 ( )i

e ku−∆  
of the second SISO decoder in the ( 1)i − th 
iteration, and hence it can produce an improved 
a-observation information 1( | )i

kL y u . Next, the 
second SISO decoder comes into operation. It 
uses the interleaved channel sequence 

1 22 2

2 2( ,  )b b
k kp

E Ey y
σ σ

⋅ ⋅  from the second encoder 

and the a-priori information ,2 ( )i
a ku∆  derived by 

interleaving the extrinsic information ,1( )i
e ku∆  of 

the first SISO decoder to calculate the a-
posteriori information 2 ( | )i

kL y u . Above iteration 
process continues, and on average the BER of the 
decoded bits decreases as the number of decoding 
iteration increases. It is shown as follows: 
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The iterative process is implemented by setting 

1 1
,1 ,2( ) ( )i i

a k e ku uπ − −⎡ ⎤∆ = ∆⎣ ⎦   (19) 

,2 ,1( ) ( )i i
a k e ku uπ ⎡ ⎤∆ = ∆⎣ ⎦    (20) 

where, π  and 1π −  denote the interleaving and 
de-interleaving operations, respectively. 
The block diagram of our proposed scheme based 
on an iterative MOP decoder is shown in Figure 3. 

1( | )i
kL y u

2 ( | )i
kL y u

,1( )i
e ku∆

π
,2 ( )i

a ku∆

,2 ( )i
e ku∆

1π −

1
,1( )i

a ku−∆π

1c kL y⋅

1c kpL y⋅

1c kL y⋅

2c kpL y⋅

 
Fig. 3. Block diagram of a proposed iterative 
SISO turbo decoding. 

4. SIMULATION RESULTS 

In this section, we conduct a series of 
experiments to evaluate the effectiveness of the 
MOP algorithm compare to the MAP algorithm. 
In the simulation, a data block of 1000 bits 
( 1000N = ) are considered and 1000 data blocks 
are transmitted. Two kinds of encoding schemes 
are under investigation. One is “two 4-state 
(memory size 2M = ) RSC constituent encoder 
with generator polynomials (7, 5)” and another is 
“two 8-state (memory size 3M = ) RSC 
constituent encoders with generator polynomials 
(13, 15).” The encoders are linked together by a 
pseudo random interleaver. The overall code rate 
is 1/ 3 . The coded bits are modulated using 
binary phase shift keying (BPSK) and white 
Gaussian noise with a double-sided power 
spectral density of 0 / 2N  is added to the 
modulated signal. At the decoder, only eight 
iterations are carried out. 

The results of the simulations are shown in 
Figs. 4-5. Figures 4 and 5 show the BER plotted 
versus 0/bE N  and the encoding parameters are 

2M = , 3M = , respectively. 
Apparently, the proposed Log-MOP algorithm 

for turbo decoding compares with the Log-MAP, 
there is no any difference in coding gain 
performance. 
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Fig. 4. BER versus 0/bE N  for a LogMAP and a 
LogMOP decoder (encoding parameters 2M = , 

1000N = ). 
 

Fig. 5. BER versus 0/bE N  for a LogMAP and a 
LogMOP decoder (encoding parameters 3M = , 

1000N = ). 
 

5. CONCLUSIONS 

Our proposed decoding scheme is based on 
maximum a-observation probability (MOP) 
information. It is a new computing method for an 
effective SISO iterative algorithm for decoding 
turbo codes based on MOP information. 
Theoretically, the proposed new decoding 
scheme is no coding gain sacrificing when 
compared to the Log-MAP decoding algorithm, 
i.e., it can be achieved as well as BER 
performance of Log-MAP algorithm. 
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