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Abstract— In the traditional facial numerology 
analysis, it is necessary for the people to ana-
lyze the characteristics of personality by ob-
serving the facial features by themselves, thus 
it seems to be inconvenient and time-consum-
ing a little bit. In this paper, a facial numerol-
ogy analysis system which utilizes image proc-
essing techniques instead of the traditional fa-
cial recognition by people is proposed. The 
proposed system is implemented by simply us-
ing a camera, MATLAB program and image 
processing techniques to perform the facial 
recognition and numerology analysis quickly. 

Keywords— Image processing, facial recogni-
tion, numerology analysis. 

1. INTRODUCTION 

With the rapid evolution of digital image proc-
essing techniques, several biometric authenti-
cation applications, such as facial recognition, 
speech recognition, fingerprint recognition, iris 
recognition, and so on, have been provided for 
the human beings with the greater convenience 
and reliability [1]–[4]. The facial recognition is 
one of the most popular biometric authentication 
techniques because of several advantages, such as 
contactless and non-invasive properties during 
the detection process, compared to the fingerprint 
recognition and iris recognition [4].   

It seems to be inconvenient and time-
consuming a little bit when people do the tradi-
tional facial numerology analysis. It is because 
that they have to observe the facial features by 
themselves in order to analyze the characteristics 
of personality in accordance with the observa-
tions.  In this paper, a facial numerology analysis 
system which utilizes image processing tech-
niques instead of the traditional facial recognition 
by people is proposed. The proposed system can 
automatically provide the facial feature recogni-

tion by using a camera, MATLAB program and 
image processing techniques, and then it can per-
form the facial numerology analysis in accor-
dance with the results quickly.  

The organization of the rest of the paper is as 
follows. In Section 2, the basic theories of image 
processing techniques are introduced and studied 
briefly. The study and design process of the pro-
posed system are illustrated in Section 3. Experi-
ment results of the proposed system are presented 
in Section 4. Finally, conclusions are drawn in 
Section 5. 

2. BASIC THEORIES OF IMAGE PRO- 
CESSING TECHNIQUES 

2.1. Gray Level 
A color space, so-called a color model, is a 

mathematical representation which simply de-
scribes the range of colors as tuples of numbers 
(e.g., RGB) [5]. Fig. 1 illustrates the RGB color 
space as an RGB color cube, in which the vertices 
are the primary (i.e., red (R), green (G), and blue 
(B) color) and the secondary (i.e., cyan (C), ma-
genta (M), and yellow (Y)) colors, respectively 
[1]. In general, the red, green and blue colors are 
called as the three images forming an RGB color  

Fig. 1 RGB color space [1]. 



  
(a)                              (b) 

Fig. 2 (a) 24-bit RGB image; (b) Gray-level ver-
sion of (a) obtained, based on Eq. (1).  

 
Fig. 3 Histogram of gray-level image in Fig. 2(b). 

image. The range of value of the component im-
ages is [0, 255] for RGB images of class unit8 [6]. 
However, if all component images are identical, 
the result becomes a gray-level image. The defi-
nition of “gray level” is to transfer a full-color 
image (i.e., 24-bit RGB image) into the gray-level 
image, based on the following equation [7], [8]. 

BGRGRAY ××× 0.114+0.587+0.299=  (1) 

Fig. 2(a) shows the original 24-bit RGB image 
and Fig. 2(b) illustrates the gray-level version of 
(a) obtained, based on Eq. (1). It should be noted 
that the effects of dithering are usually better il-
lustrated with gray-level images after comparing 
with both Fig. 2(a) and (b). 

2.2. Histogram 
The histogram of the gray-level image mainly 

consists of it gray levels, which means a graph 
indicting the number of times each gray level oc-
curs in the gray-level image [6], [9]. That is, the 
horizontal axis of the graph represents the gray 
levels (i.e., 0~255), and the vertical axis repre-
sents the number of pixels in the particular level. 
In general, the image histograms can be useful 
tools for thresholding, because the information in 
the graph is a representation of pixel distribution 
which can be analyzed and used for the image 
processing applications, such as the edge detection, 
image segmentation, and so on, by setting a ap- 

  
(a)                                  (b) 

Fig. 4 (a) Binary image when threshold T=60; (b) 
Binary image when threshold T=0. 

propriate threshold value [5], [6], [9]. Fig. 3 shows 
the histogram of the gray-level image in Fig. 2(b).  

2.3. Binary 
For the image processing and identification, we 

sometimes only require some gray level values, 
such as black and white colors, thus the image 
binarization is an extreme approach to strengthen 
the contrast of the image. In general, the gray-
level image will be converted into binary image 
by using the critical value method which decides 
a threshold in accordance with the histogram. 
Then, the binary image )(x,yg can be defined as 
follows [5], [6], [10]: 

⎩
⎨
⎧ >= otherwise.,1

.),(if,0)( Tyxfx,yg           (2) 

where )(x,yf is the original gray-level image, and 
T denotes the threshold which is decided, based 
on the histogram. If ,1)( =x,yg which represents 
black color, on the contrary, it represents white 
color when .0)( =x,yg  Binary images with dif-
ferent thresholds are shown in Fig. 4(a) (i.e., T=60) 
and (b) (i.e., T=0), respectively.  

2.4. Skin Color Detection 
In order to reduce the color for the dependence 

on the light source, we convert the color image 
from RGB color space to normalized color coor-
dinates (NCC) color space, because the RGB im-
age is sensitive to the external light source. Then, 
the normalized components of red and green col-
ors, r and g, which can mainly lower the depend-
ence on the light source, and the parameter of W 
can be obtained as [5], [6]  

BGR
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and 

,)33.0()33.0( 22 −+−= grW      (5) 



 
Fig. 5 Statistic chart of skin color. 

 
Fig. 6 The image after skin color detection. 

respectively. According to Eqs. (3)-(5), the skin 
color detection of the color image can be evalu-
ated as following equations [11], [12]. 

otherwise
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1452007431-0.13767)( 2
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1766056010-0.776)( 2
2 .r.rrf ++=     (8) 

where )(1 rf and )(2 rf denotes the upper bound 
and lower bound of the yellow line shown in 
Fig. 5, respectively. If the parameter S=1, it 
indicates the region is determined as the face 
region. Fig. 6 illustrates the results of proceeding 
the skin color detection.  

2.5. Erosion and Dilation 
In the morphological image processing, two 

common operations which can eliminate the ef-
fect of noise and connect the broken foreground 
are erosion and dilation. Moreover, the effect of 
the noise can also be reduced by further combin-
ing of operations of erosion and dilation [11].  

Erosion is an operation which shrinks objects 
in a binary image. Then, the definition of erosion 
of input binary image A by structure element B is 
defined as [5], [6] 

})({ ∅≠∩=Θ c
z ABzBA                 (9) 

where zB)( denotes the translation of set B  by point 
),,( 21 zzz = cA is the set of all pixel coordinates  

  
(a)                                 (b) 

Fig. 7 An example of erosion (a) Original image; 
(b) Eroded image. 

  
(a) (b) 

Fig. 8 An example of dilation (a) Original image; 
(b) Dilated image. 

that don’t belong to set ,A and ∅ is the empty set. 
Fig. 7(a) shows the original binary image, and Fig. 
7(b) illustrates the resulting image with the opera-
tion of erosion. Similarly, dilation is an operation 
which thickens objects in a binary image and the 
dilation of A by B is defined in terms of set opera-
tions, such that [5], [6] 

})ˆ({ ∅≠∩=⊕ ABzBA z             (10) 

where B̂ is the reflection of set .B  Fig. 8(a) and (b) 
shows the original binary image and the dilated 
image, respectively. 

3. STUDY AND DESIGN PROCEDURES  

In this paper, we mainly achieve the purpose of 
face recognition applications in numerology 
analysis by simply using a camera and some im-
age processing techniques. Therefore, the design 
procedures which specify how to perform the ex-
traction and recognition of each facial feature, 
such as eyes, eyebrows, mouth, and face shape 
are interpreted in detail in this section. 

3.1. Face Extraction 

In order to extract the face conveniently, the 
proposed system provides a system interface as 
shown in Fig. 9. After pressing the lower-left but-
ton “Take a picture”, the face image will be ex-
tracted and displayed in the upper-right box. 
Moreover, the extracted face image will be saved 
as JPEG format and used for the numerology 
analysis in the future. The analysis results will be  



 
Fig. 9 Interface of numerology analysis system. 

 
Fig. 10 Feature points of eyes. 

shown in another interface by clicking the lower-
right button “Announce the fate”. 

3.2. Eye Feature Extraction 
Fig. 10 illustrates the resulting feature points of 

eyes after we perform the fundamental morpho-
logical operations presented in Section 2, such as 
the operations of the histogram, binary and ero-
sion on the original image. Then, the parameters 
of eye feature which are used for the estimation 
of eye shape, such as the angle of elevation of the 
eye shape ,eyeAng the proportion of eye ,POE  
and the proportion between the inner corner of 
the eye and  outer corner of the eye POIOE are 
given by  

ad

ady
eye D

D
Ang 1sin−=                 (11) 

  
bc

ad

D
DPOE =                       (12) 

and  

gr

eq

D
D

POIOE =                    (13) 

where adyD denotes the distance in y-axis between 
the inner corner of the eye and outer corner of the 
eye, adD denotes the distance between the inner 
corner of the eye and outer corner of the eye (i.e., 
the distance between point a and point d.), 

deD denotes the distance between two inner cor-
ners of the eye (i.e., the distance between point d 
and point e), bcD denotes the height of the eye 
(i.e., the distance between point b and point c), 
and ahD  between two outer corners of the eye 
(i.e., the distance between point a and point h).  

  According to Eqs. (11)-(13), the estimation  

TABLE 1 CLASSIFICATION OF EYE FEATURE 

Type TSA TSB Angeye

Big Eyes 180~240 >140 - 
Small Eyes >240 <145 - 
Round Eyes <180 - - 

Upward-
slanting Eyes - - >10 

Downward-
slanting Eyes - - <-5 

parameters TSA and TSB can be obtained as  
220 POETSA ×=                  (14) 

220 POIOETSB ×=                (15) 

Table 1 shows the classification of eye feature 
to define which eye shape the extracted image 
belongs to, based on the above both parameters 
TSA and  TSB. 

3.3. Eyebrow Feature Extraction 
Similarly, we also need to obtain the feature 

points of eyebrows before we estimate the origi-
nal image. After performing the fundamental 
morphological operations presented in Section 2, 
such as the operations of the histogram, binary 
and erosion on the original image, we can obtain 
the resulting feature points of eyebrows as shown 
in Fig. 11. Then, the parameters of eyebrow fea-
ture which are used for the estimation of eyebrow 
shape, such as the distance between the interior 
point of the eyebrow and the tip of the eye-
brow jkD  (i.e., the distance between point j and 
point k), the distance between two interior points 
of the eyebrows klD , the distance in x-axis be-
tween the interior point of the eyebrow and the 
tip of the eyebrow jkxD , the height of the eyebrow 

mnD  and the length of the eyebrow ikD can be 
obtained and then the angle of elevation of the 
eyebrow browAng can be obtained as 

jk

jkx
brow D

D
Ang 1cos−=                 (16) 

According to the above-mentioned parameters, 
Table 2 summaries the classification of eyebrow 
shape feature to provide us the decision rules to 
determine which eyebrow shape the extracted 
image belongs to. 

 
Fig. 11 Feature points of eyebrows. 



TABLE 2 CLASSIFICATION OF EYEBROW FEA-
TURE 

Type Dkl Dmn Dik Angbrow

Word 
Eyebrows <=30 - - - 

Short 
Eyebrows - - <=40 - 

Rough 
Eyebrows - >12 - - 

Sharp 
Eyebrows - - - >=10 

Thin  
Eyebrows - <=12 - <10 

3.4. Mouth Feature Extraction 
With the use of the fundamental morphological 

operations presented in Section 2 on the original 
image, 5 feature points of the mouth are obtained 
as shown in Fig. 12. Then, the definitions of the 
proportion of the mouth POM and the angle of 
elevation of the mouth mouthAng  are given by     

pr

os

D
DPOM =                       (17) 

,cos 1

os

osx
mouth D

DAng −=                 (18) 

where osD denotes the length of the mouth (i.e., 
the distance between the point o and point s), prD  
denotes the height of the mouth (i.e., the distance 
between the point p and point r), and osxD denotes 
the distance in x-axis between the point o and 
point s). Thus, the classification of the mouth fea-
ture is summarized in accordance with Eqn. (17) 
and (18) as Table 3, in which the resulting para 
meters of POMDos , and mouthAng  are provided to 

 
Fig. 12 Feature points of mouth. 

TABLE 3 CLASSIFICATION OF MOUTH FEA-
TURE 

Type Dos POM Angmouth

Wide Lips >=65 - - 
Small Lips <40 - - 

Oblique Lips - - >=10 
Full Lips - >=6 - 
Thin Lips - <6 - 

 
(a)                   (b)                    (c) 

Fig. 13 (a) Extraced image after face detection; (b) 
Feature points t, u, and v; (c) Feature point t. 

TABLE 4 CLASSIFICATION OF FACE FEATURE 

Type Dtu Angface 
Oblong Face >=145 <=120 
Square Face <145 <=120 

Triangular Face - >=160 
Round Face <120 - 
Oval Face >=120 - 

determine which mouth shape the extracted im-
age is. 

3.5. Face Shape Feature Extraction 
First, we perform the operation of face detec-

tion on the original image, thus the resulting im-
age is shown as Fig. 13(a). Then, we can get the 3 
feature points of the extracted image of the face 
(i.e., feature points t, u, and v) shown in Fig. 
13(b). Moreover, Fig. 13(c) illustrates an example 
of how to get the feature point t, and it is note that 
the feature point t is assumed as the midpoint of 
the inner corner of the left eye and the left corner 
of the mouth. Therefore, we can obtain the pa-
rameter faceAng  and is given by  

 
tvtu

tvuvtu
face DD

DDDAng
×
−+

= −

2
cos

222
1             (19) 

where tuD denotes the distance between the point t 
and point u, uvD denotes the distance between the 
point u and point v, and tvD denotes the distance 
between the point t and point v. As shown in Ta-
ble 4 is the classification of face feature. Simi-
larly, we can determine which face shape the ex-
tracted image belongs to, based on the parameters 

tuD and faceAng  in the table. 

4. EXPERIMENT RESULTS 

Fig. 14 illustrates the classification of physiog-
nomy features, such as the eye shape, eyebrow 
shape, mouth shape and face shape, which are the 



 
Fig. 14 Classifications of physiognomy features.  

 

Fig. 15 An example of the experiment result. 

important features and references generally used for 
the numerology analysis. Moreover, the interface of 
the proposed numerology analysis system is also 
shown in Fig. 15. First, the original image will be ex-
tracted via a camera and then displayed in the mid-
dle yellow box, after pressing the lower-left but-
ton “Take a picture”. The results of numerology 
analysis will be demonstrated in the right box 
once we click the button “Announce the fate”, 
based on the decision rule of each feature pre-
sented in Section 3. However, a decision or rec-
ognition error still occurs when we use the pro-
posed system to perform the numerology analysis. 
The main reason is that the surrounding light is so 
bright or so dark that the average value of the 
pixel in the whole original image becomes raised 
or lowered, which results in the variance of the 
threshold.  

5. CONCLUSIONS 
In this paper, a facial numerology analysis sys-

tem which utilizes image processing techniques 
instead of the traditional recognition by people 
was proposed. Our results showed that the pro-
posed system can automatically and quickly pro-
vide the facial feature recognition and facial nu-
merology analysis results by simply using a cam-
era, MATLAB program and image processing 
techniques, which can improve the convenience 
and practicability of the analysis for the users in-
deed.   
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